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Abstract 

In this paper, we outline our strategy for solving the first contest presented by the TJ National 

Machine Learning Open (NMLO). The first contest of the TJ NMLO requires competitors to 

predict whether someone has a cardiovascular disease given info about their health. We achieved 

an accuracy of 72.714 percent using random forest classifier. Next we go over our data cleaning, 

experimental data analysis, feature engineering, modeling, and testing.  

 

1 Data 

 

Before beginning to write the code for this contest, we looked at the data to understand 

what we were working with and to see which variables could be important and vice versa. 

According to the description, there are 4000 rows (cardiovascular disease cases) and 12 columns, 



details about each case. The column features include age, gender, height, weight, systolic blood 

pressure, diastolic blood pressure, cholesterol levels, glucose levels, smoking, alcohol, and 

activity. 

 

Table 1: First five rows of the data 

 

1.1 Data Cleaning  

 

The first thing we did was to check for missing values and the type of each variable of 

each case analysis. We found that there were 0 missing values and All of the variable types were 

either int 64 or floats. Thus, we did not have to any data imputation nor one hot encoding since 

there were no categorical variables. Next, we dropped all duplicate values in the dataset since 

there is no effect with training.  

 



 

 

2 Exploratory Data Analysis 

We started to explore the data with a preliminary correlation heatmap. We hoped to gain 

some insight on some relationships between the parameters before we did any graphing. 

 

Figure 1: Correlation Heatmap 

We can see from correlation map easily; cholesterol, blood pressure (ap_hi and ap_low both) and 

age have a powerful relationship with cardiovascular diseases. 



First, we looked at blood pressure. After doing some research we found that in some cases 

diastolic pressure were higher than systolic, which is incorrect (according to the Mayo Clinic, 

diastolic pressure cannot be higher than systolic). We simply dropped these rows 

 

 

Figure 2: Boxplots of Blood Pressure 

Height and weight were next, we began by graphing the data. 



 

Figure 3: Height on Cardiovascular Disease 

 

 

Figure 4: Weight on Cardiovascular Disease 

Note: the rest of the data did not show much of a correlation, and we did not augment the data. 

Therefore, we are not going to include it in this paper. 

 



3 Feature Engineering 

For this contest, we did not do too much feature engineering since most of the data we 

augmented did not have that big of an affect. We only added two more features: BMI and High 

Blood Pressure 

 

Figure 5: BMI on Cardiovascular Disease 

We found that BMI was a better representation of both height and weight. There is a now a 

noticeable difference in the two distributions. 

 

4 Preprocessing  

Now that we got most of our data ready, we decided to scale it so modeling would be much 

easier and faster. From sklearn we imported the scale function and scaled most of our numerical 

variables. 



 

 

 

 

 

 

Next, we used Select K Best to choose the n most relevant features for modeling. This is 

important because it essentially drops the features that are not really important and could cloud 

out the model. 



 

 

Finally, we split the training data into train and validation sets, to train our model. 

 

 

 

5 Modeling 

We initially were going to use XGBoost and Light XGboost models, but they were prohibited 

from use in this competition. Nevertheless, we tried both random forest classifier and decision 

tree, but we got better results with random forest. Finally, we used grid-search-cv to hyper-tune 

our model, so that all of the parameters such as the number of trees is optimal. 



 

6 Final Thoughts 

We initially were 6th place on the public leaderboard, but when the final results were up, we got 

2nd on the private leaderboard. My partner Sauman and I chose a model that did not perform the best 

on the public leaderboard because we knew that we probably over fit to the public leaderboard. I 

believe a lot of people overfit on the public leaderboard and therefore, fell down a bit on the private. 

Overall, this was a fun competition and we enjoyed every day of it. 

 

 

 

 

 



 

 

 

 


